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Asymptotic Analysis of SDMA Systems with
Near-Orthogonal User Scheduling (NEOUS) under
Imperfect CSIT
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Abstract—In this paper, we focus on the asymptotic cross layer packet errors, we shall defisgstem goodputvhich measures
analysis of multi-antenna systems with transmit MMSE (Tx- the average b/s/Hauccessfullglelivered to the mobiles, as our
MMSE) beamforming, near orthogonal scheduling and outdated performance measure

CSIT. To capture the effect of the potential packet outage, . . . .
we introduce the averagesystem goodput, which measures the The cross-layer design with outdated CSIT is a relatively

average b/s/Hz delivered to the mobiles successfully, asstisystem New topic. In [3], a multi-user downlink zero-forcing based
performance objective. We derive closed-form expressiorfer the  scheduling is analyzed using limited feedback. In [4], an

optimal power and rate allocations as well as a low complet opportunistic scheduling approach is proposed with rate-fe
near orthogonal user scheduling (NEOUS) algorithm to solve the 1, 1.« trom the mobiles. In [5], precoding of MISO system is

cross-layer optimization problem. We derive the asymptot order . . .
of growth in system goodput for general CSIT error variance o studied under partial and analog feedbacks. Yet, in allethes

and found that for sufficiently large nr (number of antennas at  cases, due to the perfect (but partial) feedBamgsumption,
the base station) andK (number of users) where K = g~ '(nr) packet error is not an issue as long as the error correctida co

for some strictly increasing function g(z) = o(x), the the system is syfficiently strong and hence, these works also considere
goodput grows in the order ofnr log[(1—0") log K] wheno™ < 1. = g0 die capacity as the performance objective. As far as we

This is the same order of growth as the optimal order of growth he followi fund | .
in broadcast channels with perfect CSIT and hence, the NEOUS ar€ aware, the following are some open fundamental question

is order-optimal. On the other hand, we need exponentially larger remained to be answered.

K to compensate for the penalty in multiuser diversity gain dwe . Due to the CSIT errors, there will always be mutual
to CSIT errors. interference between the spatial streams and it is not clear
Index Terms—SDMA, Cross-Layer Analysis, Imperfect CSI whether spatial multiplexing will do any good especially

at high SNR.
o What is the asymptotic multi-user diversity gain for

SDMA system when we have CSIT errors?

For multiuser multi-antenna systems, it is shown [1] that, « How sensitive would the multi-user diversity gain in
by selecting a set of users with the best channel condition SDMA systems be with respect to the CSIT errors.
at each scheduling slot, the system spectral efficiency €an b yhis paper, we shall focus on the cross-layer design and
substantially improved due to the spatial multiplexingngaizgymptotic analysis in SDMA system with imperfect CSIT.
and multl_—user selectlon diversity. The optimality of tsamt \\a shall focus on transmit MMSE(Tx-MMSE) processing
zero-forcing beamforming (Tx-ZFBF) (as a result of crossy he pase station. Tx-MMSE has been investigated in [6]
layer scheduling) has been shown asymptotically for largg. mti-user systems. However, perfect CSIT is assumed
number of users in [2]. However, in all these works, the syste; g o yser selection and rate allocation is allowed. In this
performance is based cemgo_dlc capamt;_and the channel state paper, we shall formulate the cross-layer design with irfeoer
knowledge at the base station (CSIT) is assumed t0 be perfeds 1 55 a mixed combinatorial and real optimization problem
However, in practice, the CSIT can never be perfect due {jng random matrix theory, we shall show that the condi-
either the CSIT estimation noise in Time Divison Duplexm_gonm packet outage probability converges (in probapilio
(TDD) systems or the outdatedness of CSIT due to duplexifg_central chi-square cdf asy increases and closed form
delay. When the CSIT is imperfect, there will be potentialy| ions for the rate and power adaptations (that maximize
packet transmission error (packet outage) when the scheduy},o system goodput) can be obtained. We propose a low
data rate exceeds the instantaneous mutual informatias. Tgbmplexity near orthogonal user schedulingNEOUS) to
happens even if powerful error correction coding is applieg|ye the combinatorial optimization. We derive the asyotipt

because with imperfect CSIT, the instantaneous mutual igrqer of growth in system goodput for general CSIT errdr
formation is not known at the base station and appears s found that for sufficiently larges and K = ¢g~(nr)

a random variable. In order to capture the penalty of paéntf,. some strictly increasing function(z) = o(z), the system
goodput grows in the order ofr log[(1 — 02)log K] when
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o? < 1. This is the same order of growth as the optimal ord&hen¢? = 0 (or E, — o), we hziveAperfect CSIT. When

of growth in broadcast channels with perfect CSIT and hencg, = 1 (or E, — 0), we have&[h’h] = 0 and this is

the NEOUS isorder-optimal However, we need exponentiallyequivalent to no CSIT.

larger K to compensate for the penalty in multiuser diversity |5 practice, a relatively strong downlink pilot channel is

gain due to CSIT errors. available from the base station because the downlink pént ¢
The rest of the paper is organized as follows. In Section Be shared among all th& users. Hence, the CSIR estimation

we outline the system model and the Tx-MMSE processing. fyror s insignificant relative to that of the CSIT and for

Section Ill, we definesystem goodpund formulate the cross gimplicity, we shall assume the CSIR is known perfectly at
layer design as an optimization problem. In Section IV, wgobile terminals.

shall give closed-form solution for rate and power adaptati

and the low-complexitynear orthogonal user schedulingn

section V, we shall analyze the asymptotic system goodput

for large number of users and large number of antennas.Bn Multi-antenna Base Station Processing

Section VI, we conclude with a summary of results.
Since there arevr spatial degrees of freedom in a base

station with ny transmit antennas, we consider fiibatial
_ ) . division multiplexingSDM) wheren users are selected from
In this paper, we shall adopt the foIIovx_nng conventldﬁ_. the set of K users to transmit at each time slot. Defide
denotes a matr};( ang denotes a VeCtO,?U denotes matrix {, pe the set of then, selected users for transmissions.
transpose an&" denotes matrix hermitian. For easy notation, we assumé = {1,2,..nr} below
as illustrations. Each information streams is encoded and
A. Channel Model and Outdated CSIT Model modulated separately. The modulated symbols fromrthe

We consider a downlink transmission in a multi-user systefiiféams are assigned with transmit poyer, .., pn } and the
with a base station havingr transmit antennas arid mobile linear precoding weight§w., .., wy,,. } wherep, > 0 is the
terminals having one receive antenna. We are interested@srage transmit power andy is then x 1 complex linear
study the case whel§ > nr so that cross layer scheduling beb_eamformlng welght_for thé—th user. As a result3 the received
comes important. The channel fading between differentsus&fgnal at thek-th mobile after linear pre-processing at the base
and different antenna are modeled as independent iddgtic&f@tion is given by:
distributed (i.i.d.) complex Gaussian process with zeeam
and unit variance. We consider slow fading channels where yr = hf Z VDiwiu; + 2, (3)
the fading isquasi-staticwithin a scheduling time slot. The =
signal received by a usét, vy, can be written as:

Il. SYSTEM MODEL

wherew; is the encoded information symbol for tli¢h user.
Note that bothp;, w; and A are functions of CSITh and
wherex is the ny x 1-dimension transmit symbol from thepower allocation is subject to the average power constraint
base stationhy, is thenr x 1-dimension channel fading matrix Zfil pi < F.
of the k-th user,z;, is the additive white Gaussian noise with Transmit MMSE (Tx-MMSE) Processing: In this paper,
zero-mean and unit variance. we shall focus offransmit MMSEprocessing with imperfect
We consider TDD systems where the CSIT is obtained IySIT for more robust performance against the CSIT errors.
channel reciprocity from estimation of uplink pilots. Cates Let ) = £[||h,||2] be the average norm of the CSIT. The Tx-
the case where the CSIT error is due to the estimation no®ISE weights{w;, : k € A} are selected to minimize the
on the uplink pilot, the MMSE estimator of the CSH;, of total normalized mean-square errof given by:
userk at the base station is given by[7], [8], [9]:

yo=hx+2z, k=1..K (1)

N H .
hy = hy, + Ahy, @ (W) =tr [5[(y - \/EAu) (y - \/EAu) |H]] @)
whereAhy, = ﬁzi”"t — 15 hs is theny x 1 dimension

CSIT error (or MMSE error)ﬁp is the uplink pilot SNR, wherey = [y1,....,9n,]" and U = [uy,...,u,,|" are the
z"'°" is the AWGN noise in the received samples of tha, x 1 vectors of received signals and encoded symbols for
uplink pilots (zero-mean unit variance). As a resdithy, is the selected users\ is the ny x np diagonal matrix of
zero-mean complex Gaussian distributed with covariaride the square-root of transmit powegpy. H = [h;..h,,] is

whereo? = 1+1Ep is the CSIT error varianée Furthermore, the aggregate estimated CSIT matrix for all users. Hence,

£[AhfTh,] = 0 due to the orthogonality principle of MMSE. the optimal MMSE weightsw. can be obtained by standard
Hence,o? is a parameter which represents the CSIT qualitpptimization technique by:

2|n fact, the same model in (2) can be used to describe the tedt@SIT
due to delayr [10]. In that case, the error variane€ = 1 — J2 (2 fq7) S \
where f; is the Doppler spread and is the zeroth-order Bessel function of 8J/8Wk = Z hjhj Wi — \/Ehk +Aw =0
first kind. j
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where),, is a Lagrandge multiplier for the constrajiwy||> = and the packet will be corrupted whenever the scheduled data
1 and the MMSE weight is given by: rate r, exceedsCy(hy). In practice, for reasonable block
1 length (such as 8K byte) and strong coding (such as LDPC),
A N Shannon’s capacity’;, can be approached to within 0.05 dB
_ 1nH
Wi = \/E Zhﬂha‘ + Al hy, for a target FER of0~3. Hence, for simplicity, we shall model
J

the packet error solely by the probability that the schedlule
W AH N data rate exceeding the instantaneous mutual informaitien (
= Z h;h; + Al h, Vke A (5) packet error due to the channel outage only).

-1

JEA We first define the instantaneous goodput of a packet
N A transmission for usek as
where hy = h/\/% is the normalized CSIT so that
2 - - pr = rrl(re < Ci) 8)
E||hk||?)| = 1 and )\, is the Lagrandge multiplier for
wherel(.) is an indicator function which is 1 when the event

2 __
[wl* = 1-_ ) is true and O otherwise. Thaverage total goodpus defined
From Fig. 1, the adaptive parameters at the base statigll e tota) average bis/Hz successfully delivered toRhe

include the power allocatiofipy, : € A}, the rate allocation . pjjeq (averaged over multiple time slots) and is given by:
{rr : k € A} and the user selectiod. We shall formulate

the cross-layer design as an optimization problem in thé nex K
section. Uinp(A, P, R) = E[>_ pi]
k=1
I1l. PROBLEM FORMULATION K
In this section, we shall first define an appropriate optimiza =D " Prlr;, < Ci|H] 9)
tion objective, namely thaystem goodputhat measures the k=1

! : Conditional outage probability,,.
b/s/Hz successfully delivered to the mobiles. Afterwands,

shall elaborate on the optimization problem formulation. whereR = {(r1, ...,rx)[H] € RE - VH € CK*nr} is the
rate allocation policy (which is the set of "actions” for all
A. Instantaneous Mutual Information and System GoodputP0SSible CSIT realizations). Similarly = {(p1, .., px)[H] &

. . RE VH € cK*nr} s the power allocation policy ant =
With outdated CSIT, the Tx-MMSE processing canno A[ﬁ] VA € CK*n1Y} is the user selection policy.

completely eliminate multi-user interference and the ixesk
signal atk-th user is given by:
B. Cross-Layer Design Optimization

= /prhf Voihwju; o .
Yk w+ _;é;eA itk Wit + \Zf./ The cross-layer design is to select the optimal power, rate
Signal Term T Noise and user selection policies to maximize the total average

Multi-user Interference Term system goodpul/, (2, R, P) at a target FER probability.

] (6) This is summarized by the following.
where h;, is the actual CSI, andy; denotes the residual

multiuser interference after Tx-MMSE processing. Notet th&roblem 1 (Cross-Layer Optimization ProblemJhe optimal
the receiver at thé-th mobile has perfect CSIR,,. However, Power allocation policyP, rate allocation policyR and user
the base station only has knowledge of the imperfect CisjT, Selection policy2 are given by:

Given the CSIRh, at the k—th mobile, the instantaneous
mutual information can be expressed as: (P*,R*, Q) = arg Aax, Uihp(S, R, P)

prhy wi|?

L4 32 o jea il w2

C(hy, Ahy) = log, (1 + ) (7) such thatP,,, = Pr [rk > ck|ﬂ} =

In order to capture the potential packet errors into thessyst FromK @), . Utnp(A, P, R) -
performance measure, we shall consider the system good“r}at{zk:l 7 Prlry < Ck|H]} and hence, optimization
(b/s/Hz successfully delivered to the mobile stations) as ow.r.t. policies (set of actions for all CSIT realizations i
performance measure instead of conventional ergodic igpacequivalent to optimization w.r.t. the actions for a givenlTS
In general, packet error is contributed by two factors, ngmeealization. As a result, Problem 1 is equivalent to

the channel noiseand thechannel outageln the former case, K
packet error is contributed by the effect of non-ideal clednn (p*,r*, A*) = arg max Z”k Pr[ry < C|H] (10)
coding and finite block length of the channel codes. This p.rA—

factor can be reduced by using a strong channel code and )

longer block length. However, in the latter case, the effect such that P,; = Prlrk > Ck|H} = € Wherep =
systematic and cannot be eliminated by simply using as&@ongp;,...,px} and r = {ri,...,7x}. Strictly speaking, the
code or longer block length. This is because the instantenewariables.A and p are redundant becaugg = 0 — k ¢ A
mutual informationCy (hy) is unknown to the base stationand hence, the optimization problem can be formulated by
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optimizing w.r.t. p and r only. However, in this case, thefor almost alf given user selectiond with CSIT H, the
solution will be very complicated and no closed-form salnti conditional outage probability?,,; converges in probability
is possible because the MMSE weights will be coupled witlo non-central chi-square cdf:
the power action{bfp}. In order to obtain closed form

solutions, we introduce a redundant variableso that the .

problem is transformed into a mixed combinatorial and real Pout (T1es Piey A H) = a2 02) (
optimization. Given4, the MMSE weights can be determined

and this qllows closed-form solutions_ for the power ?‘nd-rat\ﬁ/here Fy2(s2.07(y) is the c.d.f. of non-central chi-square
After solving for power and rate, we still have to optimize.w. gis¢ribution with 2 degrees of freedom (non-central parégne
A which myolves comb!natonallsearch. The solution will bg2 _ Ihfw,|2 and variances?) and i (H) = Pyo? +
elaborated in the following section. Zj;ék pj|flkHWj|2 is a constant.

Pk

Please refer to appendix for the proof. Figure 4 illustrates
the conditional average outage probability for user 1 v@rsu

The optimization in (10) is a mixed regb(r) and combina- number of antennas; and SNR = 10dB. Observe that the
torial (A) optimization. We shall solve it in two steps. In stegimulated packet outage probability matches the appraeidna
1, we fix a given user selectiod and obtain optimal power packet outage probability using non-central chi-squastrieli
and rate allocations for the givet In step 2, we shall perform bution as in (13) very well for moderate number of antennas.
combinatorial search oM. For any given admitted user setHence, we can approximate ti#g,,; by its asymptotic distri-

A, the Lagrangian function of the optimization problem 1 igution (non-central chi-square) using Theorem 1.
given by:

IV. SOLUTIONS OF THEOPTIMIZATION PROBLEM

L({pi}, {r}s 8,6, {rad, {an}) = Zrk Prlry < Ck|I:I] B. Closed-form Solutions for Power and Rate Allocations

k In this section, we shall derive simple closed-form solutio
N for power and rate allocations. From the constrdihf;, = ¢
—p (Pr[rk < Ck[H] - 6) —< (Zpk - PO) in Prob. 1, we have:
k
— D RETE = ) 0kDL (1) Pout = € <= Npo(pur (H) + 1) /pi = ¢ (e)
* ’ = Ay = pripr(€)/(ua (F) + 1) (14)

whereg, &, ki > 0 anday, > 0 are the Lagrangian multipliers

corresponding to the constraints,, = €, 3-, px = Fo, 7k > where pi(c) = Fo{, . (c). Based on NEOUS algorithm

0 andp, > 0 respectively. (elaborated in the next section), the selected CSIT willehav
CSIT square-norms/() bounded byn(1—02)(B_, B, ) and

A. Conditional Packet Outage Probability by hy| < [[h||[h;]|f. Hence, we have

One obstacle in solving fofp;, } and{r} is that we need to o leHen 12 |thﬁj|2 Y 2
have closed form expression for the conditional outage prolitk W;l” = ‘hk U" (A+NI) Uh;| /[y < Bl < Yo7/ A,
ability P,.:(rk,pk, A, H). The conditional outage probability VA (15)

1) — ) ~ 2 H N
can be expressed @5u. (i, pr, A, H) = Pri Sy <Ap/Y[H| o0 Yiealih; = UAUZ and thereforeu;(H) <
where A, = (2" — 1), and Sy is the normalized random o2 p, + Py62¢)/\? where X\ = minje 4 A; is a constant. From
variable given by: (14), the constrainP,,; = ¢ in Problem 1 is satisfied if and
~ —~ only if r, = log,(1 + pryx) Where
St = prlhy! wil® — Ae Y pj[hffw; | (12) ?

J#k A " gpk(g)
- Ve = r(€)/(pr(H) +1) > 3 = > <
whereh;, = h//% is the normalized CSI. Conditioned on 1+ Pyo? + Pyt /A

A . . ) (16)
the C§ITH’ the Cslh’“ Is a Gaussian randlom yectqr ,W'thisthe average SINR of usér(per unit received power). Hence,
meanh; and covariancéo?/v))I. Hence,S;, is a indefinite

; ) : we shall optimize the lower bound of the conditional goodput
quadratic form of Gaussian random variables. The cdf ghseq on the lower bound of SINR in (16). In the next section,
the indefinite quadratic form is very tedious and is virtyall,ye sha|l jllustrate that average system goodput achievetidy
impossible to optimize on the expression. Yet, using randgf\yer and rate allocations obtained, together with the NEOU
matrix theory, we show tha$, converges to non-central chi-gcpeduling, has the same order of growth as in the optimal

square random variable in probability ag increases. The dirty paper coding (DPC) system and hence, the proposed
result is summarized in the following Theorem. solution is in factorder-optimal

Theorem 1 (Conditional Convergence of Packet Outage Prob-
ability). If the power allocation policyP is regular then  3"Almost all” here refers to with probability 1.
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Substituting the constrainb,,; = € into the Lagrangian Let P; = Pr[|Sp .| > 0] be the probability that the

function in (11), Lagrangian function becomes: near orthogonal setSy ., is non-empty. In order for the
NEOUS algorithm to work, we have to make sure there is
L{pets {rks 6,6 {ruds {an}) = (1 = E)ZT’C high probability that the near orthogonal s84 ,,, is non-
b empty (i.e.P, — 1). As K increases, we would like to find
_ 1 14 7)) — _p put how fast(B_, B;) can §cale_W|_th respect t so _thatPS
Bri = logo(1+pu3i)) = ¢ (zk: Ph 0) is still close to 1. In fact, using similar approach as in [24¢
can show that if{ B_, B} ) increases at most on the order of
B ;“’“V’“ B zk: XkPk- log K, then asymptotically a& — oo, we still haveP, — 1.

Specifically, the result is summarized below.
The optimizing rate and power allocation solutiof], p;) can  Asymptotic Existence Probability of Sy ,,,.: For any given
be obtained using standard optimization techniques and thes o, if B_ = ©(log K), B = O(logK), § = o(1/ /)
are given by: and K = ¢ !(np) for some strictly increasing function
1—e 1\* 1-ew\1" g(x) = o(z), then there exists some constdki§(d,0) > 0
Dy = <— - :) andry = {1og2 <7)] such thatP, = Pr[|Spn,| > 0] > 1 -4 for all K >
¢ T ¢ (17) Ko(d,0,nr). Note thatg(z) = o(z) is the small o notation

where¢ > 0 is the Lagrange multiplier chosen to satisfy théheaning thatlim, .., £ = 0 (g(x) is asymptotically
constrainty, px = F. smaller thanz). For exampleg(z) = z (K = n%) or

g(z) =log(z) (K = exp(nr)) are possible choices far(x).
C. Near-Orthogonal User Scheduling (NEOUS) fdr

After we have solved for the power and rate allocation
the remaining variable in the optimization is the user det
which is combinatorial. The optimal solution fot involves ~ Figure 2 illustrates the top level flow chart of the proposed
exhaustive search over all possible combinations and tH@ss-layer scheduling solution for multi-antenna systeith
complexity is exponential ifC and is not feasible for moderateoutdated CSIT. This is elaborated in the following steps.

K and npr. In this section, we propose mear-orthogonal « Step 1:For a given set of CSIThy,....,hg}, Initialize
user schedulingNEOUS) algorithm which is of much lower A=0andk =1. R

complexity and can be shown to be asymptotically optimal « Step 2:If np(1—0?)B_ < ||hi||? < np(1—0?)By, then
for large K. To reduce the search complexity, we shall limit A — A(J{k} and go to step 3. Otherwisé, — k + 1
the search to a smaller set of users while ensuring that a user and goto step 2.

set that will be found (from the restricted search) is close s Step 3:For k ¢ A, if |A] < np, nr(1 — 0®)B- <
to optimal with high probability. We first have the following |hil|? < nr(l —0?)By and [hf’h;| < [|hg]|||h,||6 for
definition. all j € A, thenA — A|J{k} and goto step 3. Otherwise,

if |A] = nr, the goto step 4. Else, randomly form4

with |A| = ny and goto step 4.

« Step 4:For the givenA, calculate the Tx-MMSE weights
according to (5). Calculate the rate and power allocation

g). Summary of the NEOUS Scheduling and Power/Rate Allo-
cation Solution

Definition 1 (Near Orthogonal Set)A near orthogonal set
So.nr is defined to be the collection of user setssuch that
users inA are near orthogonalrom each other. That is:

Song = {A c{1,2,.,K}: |hfh;| < |h;||h;]|0 using (17). The algorithm is completed.
andnr(1—0%)B_ < ||hy|* < np(1 - 0%)By, V. ASYMPTOTIC ANALYSIS ON THE SYSTEM GOODPUT
Vi#jeAand|Al =nr} (18) AND CROSSLAYER GAINS

In this section, we shall obtain a lower bound on the
average system goodput of the multi-antenna system based
Note that the near orthogonal s&t ,,,. is parameterized by on Tx-MMSE beamforming, the power and rate allocations
(0,B_,By). As 6 — 0, the CSITs in anyA € Spn, are in (17) as well as the NEOUS scheduling for asymptotically
increasingly orthogonal. In addition, the CSITs4he Sy, large K and ny. To simplify the notation, we shall assume
will have norms bounded betweenr(l1 — 0?)(B—,By). that K = g~'(ny) for some strictly increasing functién
Hence, instead of doing exhaustive search fbrover all () = o(z). Hence, we shall consider limit am; only with
possible combinations, we can simply pick adye Sy,  the understanding that as- scales,K also scales to infinity
because from the definition &, any member oSy,  (at a faster rate than;). We shall show that the lower bound
will be "good candidate”. Intuitively, near orthogonal ¥ets of the average system goodput grows at the same rate as that
allow Tx-MMSE beamforming to perform wéll of the optimal DPC performance and hence, show that the

4Alternatively, one can further improve the performance bgrshing the proposed cross-layer solution is in f er thIma]

best member iy ... The extra complexity will be smaller than the original Due to the NEOUS scheduling, there is probability one
exhaustive search becausg ,,,. is of much smaller cardinality (compared that the CSIT of the selected user sgt have norms
with the set of all subsets dfl, 2, .., K} in exhaustive search). Yet, we shall

illustrate that both ways (with or without further searchSp,,,.) are order SFor exampleg(z) = = for 0 < o < 1 andg(z) = log(x) are possible
optimal w.r.t. cross-layer gain. choice ofg(z).
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[he|? > nr(1 — 0?)B_ = O(np(l — 02)logK). Nor- the average system goodput of our proposed cross layer
malizing the CSITh;, with \/ny(1 —o02)B_ and define design is of the orde® (nr log[¢(e, ny, K, 02)/nr]) =

gr = hy/\/nr(1 —o2)B_, the non-central parameter = O(nrlog[(1 — 0?)log K]). This demonstrates that with
|f1kHwk|2 can be expressed as: proper cross-layer design, spatial multiplexing gain

Js still important for the total system goodput even when

-1 there is CSIT error. Figure 5 illustrates the average system
) 8k| goodput versus number of user&’)Y for np = 10,
SNR=10dB and CSIT errors o> = 0.01,0.1,0.5.
We see that the order of growth with respect ko

matched closely with the asymptotic expression in (22)

nr
s = | wy|?> > np(1—0?)B_ |gl (Z gig + N1
i=1

. o oagn—1. |2
=nr(l —o?)B_ ‘gf (M, + gl gk’

(1 o?\B lgH M, ter|? 19 log ((1 — 0?)log K) even for large CSIT errors? =
=nr(l—-0°)B_ (1+ |gM tgy)? (19) 0.5. On the other hand, the effect of CSIT errors on the
o system goodput is that exponentially larg€ris needed
where M, = (Z#k gig + )\kI). From [12], we have to compensate for the penalty on system goodput due to
|67 M, 'g,| converges almost surely to a constdnt = SS?— errors. . cSIT E When the CSIT
o 1 . , , o Per ormance at Large rrors: en the
fo LH dG*(w) asnp — oo wherew is the eigenvalue of error o2 — 1, the factor—w(e,nT,K, D) — ¢ =

> i1, £i8;" andG* (w) is the limiting empirical distribution of @(F‘ .,(€)) which is a constant independent of-
w (whose Stieljas transform is given by (29)). Hence, we have 2(0.0%)
J 9 y , and K. Hence, the average system goodput in (22)

Elmost surely, the non-central parametéris lower bounded approachesl — €)nr (1Og2 (1 n nT(azcl) ) for large

y: , Py, and hence, the multi-user diversity gain essentially
b .

2> np(1—0?)B_ 9 — O(nr(1—0?)log K) (20) vanished. The average goodput scales at the order

©(nrlog(l + ¢/nr)) for some constant. Hence, when
we have large CSIT errors, spatial multiplexing does
not offer much gain in system goodput (as illustrated in

© {@(32) O(nr(l —o?)logK) if 0<o? <1, figure 6) due to mutual interference between the spatial
Prle) =

(1+b)?
Hence, thescaling factorpy(e) in (17) is given by:

O(F 5. 42(€)) if o2 ~ 1. channels.
o) (21) » Performance at Small CSIT Errors: When the CSIT

nar _CSIT Errors:
for smalle and largenr (and hence, largh asK = g~ (nr)) erroro” ~ 0, the factorp(c, nr, K, 02) — ©(nrlog K)

whereF .\, . (€) is the inverse cdf of the central chi-square and the average syslgrirl oodput in (22) approaches
distribution. Figure 3 verifies the order of growth of; () (1=¢)nr® (10%2 1+ for large F%. Hence, for
with respect to the non-central parametérin (21). small CSIT errors*, the optlmal order of growth of the

On the other hand, for larger, A converges to the solution multiuser diversity gain (with respect t&) in system
of the fixed point equation in (30) which is of constant goodput [oglog K) can be maintained using the pro-

order. Finally, from Section IV-C, we haw = O(1/,/nr). posed cross-layer design. This is the same order of growth
As a result, the lower bound of the SINR; is of the with respect toK as the DPC processing with perfect
order© @i (€) for some constants, andcs. CSIT. Furthermore, the system goodput grows linearly
b o bezfoC ot : ons illustrated in figure 6) and this indicates that
Substituting the power and rate allocation solutions ir) (& asnr (as illustrated in figure 6) and this indicates tha
the system goodput, we have spatial multiplexing is effective to increase the system

oodput for largek’ even with CSIT errors.

— (1—OE; Z 1 (1 —6)% ke omparison of MMSE versus other baseline refer-
o “n 082 ehcesFigure 7 illustrate the benchmarking results of the

Uthp > € lz ri(l =€)

hed heA pro d robust cross-layer MMSE based scheduler. We
Popr (e com& ed the system goodput verdisf the proposed
= (1-€& O (log, 1+ ystem goodp brop
\()/( €a 1;4 < gQ( nr(l+ o?Pycy +02P0 (1 — séheduler against the cross-layer ZF-based scheduler,

TDMA based scheduler (selecting one user at a time)
_ Pop(e,nr, K, 0?) as the opportunistic scheduler[4]. We showed
=1 -¢nr6 <log2 <1 + nr(l+ 02Pyc1 + caPo(1 — 02)) hat I£)proposed MMSE-based scheduler out-performs
the others in both small and large CSIT erroes (=
0.02,0.1). Furthermore, the sensitivity of the proposed

where (a) is due to the fact that from (17) and the constraint

* _ P 1 1
Y keali = o, we havel(l —9/€ =00 + 5 Xk 5,) MMSE-based solution (w.r.t. CSIT errors) is significantly
ando(e, nr, K,0%) = F o2 (1-02) log K,02) (€)- less than that of the ZF-based scheduler.
A. Numerical Results and Discussions VI. CONCLUSION
« Multi-user Diversity Gain: In general, forr? < 1, large In this paper, we propose a cross-layer design -

nr (and hence, larg&’), large P, and small target packet orthogonal user selectioand dynamic power and rate allo-
outage probabilitye, the multi-user diversity gain on cation with Tx-MMSE processing for multi-antenna systems
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with outdated CSIT. The CSIT error is incorporated in the APPENDIXA
cross-layer design to maximize the system goodput. Usimg ra PROOF OFLEMMA 1
dom matrix theory, we derived closed form expressions fer th prom (5), the Tx-MMSE weightw; is given by

optimal power and rate allocations as well as the asymptotic 1

system goodput. We found that asymptotically for suffidient 2 2H e

large ny and K = ¢g~'(ny) for some strictly increasing wi=[> hjh; +)I|

function g(z) = o(z), the multiuser diversity gain on the J

system goodput grows at the ordersof log[(1 — 02) log K] -1

(whereo? is the CSIT error variance) whert < 1. Hence, the

proposed cross-layer designasder-optimalw.r.t. K despite _ h h NI }~1 hH HH
the CSIT errors. On the other hand, wheh~ 1, the multi- ; + + !
user diversity gain vanished and spatial multiplexing @dnn 7
give any benefit due to spatial interference. M;
M 'h, M 2
(M= | b (23)
(@) 1+h; M; 'h;

where (a) is by matrix inversion lemma ahds the Lagrandge
multiplier chosen to satisfyw;||? = 1. Hence, we have

H 4
REFERENCES h M 2h
Iwill* = |——& (24)
1+h, M;h;
Consider the term in (24),
~H ~\H 1 1
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302, April 2003. (Uihi> — Z _72| g2 (25)
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From (23), we have where (a) and (b) are due to Cauchy-Swartz inequality and
LH _1; ) (c) is f2rom (28). Since Vai(-) drops fast_er thaer[_I_c] =
| N_g [ |h, M : h;| ] O(l_/nT), we havelo converges ta€[I-] in probability as
np increases.
I1+h, M, hk|4
<H ) APPENDIXD
€[ My | S 0Q/n7) (27) PROOF OFTHEOREM 1
(a) The asymptotic convergence result hinges on the fact that
and the limiting empirical distribution gf the eigenvalues)(of
) ﬁHM—Qﬁ. 4 a large random matri{ 3", hh; ) is deterministic and
€ [\Wffwj] } <& H— converges weakly t6:*(w). In general,G*(w) does not have
1+h, M; 'h; a closed-form solution. Its Stieltjes transform[13], definas

m(z) = [ —-dG*(w), satisfies:

4

~H ~
<¢& [Ei M; ?h;| | < O(1/n%) (28) ) 1
~ m(z) = [—z + L/Tm(z)dG* (z)} Vzelt ={z:3{z} >0}
where (@) in both equations are from [12]. Similarly, we have (29)
Ellnx,[¥] < O(1/nt). Consider Based on this, we shall first introduce several important
) lemmas which will be helpful to obtain the asymptotic packet
Var(Ig) = €[|1p]"] outage expression.

Lemma 1. Asymptotically for largens, the Lagrandge mul-
tiplier A, for the MMSE weights in (5) is a solution of the
f(ﬁowmg fixed point equation in.

=3 & [pimy (1, ELX X5 B+ o, o €157 X [ L oy
i /0 de (W) = (1+/0 —=1G (w)) (30)

<& [Z DiDj (H}iii + Mxiii*) (/&j )?j + “Xj)zf)

4,3

o2

e Zs [pijlrx. o, W) wil]
Proof 1. From (5), the Tx-MMSE weight; is given by

S.00/nr) Z\/sw (I, 14+ O /nr) Y \JElpA2IE Inx, m(llw w2

—1
) i h;h; +/\I) h;

\

-1

Z0 (1/n7) ZO 1/n3) +O0(1/n1) > \/5[p2‘]5[p;*]\/

[uleg]E[IWJHWiI‘*]

(e) 7 . H N
< O(1/n}) +O(1/nr) S O(1/nf?) < O(1/n3”) = | | Xhh +Xx) +hb; | b
~~ — J#i
(d) i£]
where (b), (c) are due to Cauchy-Swartz inequality and (d) is Mi -
due to (28) and (27). Henc@x(lp < ¢ > 1 — Yalln) > Y M; 'h;h; M; ! 5 a1
O(1/n2¢?) for any e > 0. Sete = 1/nL for some —~— i SH ! (31)
5 € (O 0.5), we havePr[I5 < O(1/nk)] — 1. (@) 1+h; My h;
where (&) is by matrix inversion lemma ands the Lagrandge
APPENDIXC multiplier chosen to satisfyfw;||> = 1. Hence, we have
CONDITIONAL CONVERGENCE OFI¢ LH 4
i h, M, ’h,
Consider w2 = — = (32)
Var IC Zg |:pzp7 ‘W W]‘ ] . . 1+h M h
Consider the term in (32),

< O(1/n7 Z\/ ’W w; Elp:p3] ﬁHM*Qﬁ-f (U-ﬁ-)Hma < ! ! >
A ! e N N e e
£ 1
/7 % Uihi) =) ———— gl
< O(1/n2) Z |W WJ| pl pj ( —~ (A +5,)?
(b
<
N~~~

where U; is the eigenmatrix ofM; and g = Uiﬁi is
O(1/nd) + 0(1/nd) 3~ O(1/nr) < O(1/n) g & ( )

( i#] identically distributed a&ii with £[|g,.|?] = 1/nz. From [12],

~
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~H
the termh, M ;- ag = [y°

DY

asnr — o0 where G*(s) is the limiting distribution of the mle{l,LM-}
eigenvalues with Stiejlas transform given by (29). Hence, th "

constraint||w;||> = 1 implies

il =1
= E[VIIwilll
—1=¢ 1-:ag;(x+18 )2|gn|211—:a_5[2n:
1 1 1
R FrD Y, v

Define the spatial interferendg as:

Lo =Y pilbffw;* = "p,

ZPJ/LX X

J#k J#k J#k
" " 33
i (33)
where X; = h,C W, ix; = hk W andX Xj — px,. We

L_dG*(s) almost surely I ___ - I

Coding ‘-": - il Yl | @Mulhilc
1 n ]
M:::. 1 S —-® - |
1
| |
@y G{lx FM} (‘Ud:'g Y s % iy iy | ;
A - :
| Modu. 2 _.é_ _’L’ T, I :
iy |- | :
? @, {1 l!”’} _ lc‘;::'g U, pf e o oy
| Modu. K [T & _.l
| \ o ! : Beamforming | .
: ‘-“-4 Matrix Mobile K
| Rat ! I
I L | Imperfect
CSIT
| User Selection A |- i
| L] B |
| ~--{---1  Power Control |- |
E |
| MMSE i
I Beamforming |
| - |
I .................. Rate Control |- |
e e e e e —

would I|ke to show that for almost all reaI|zat|ons of CSIT,
the spatial interferench, converges to a deterministic constankig. 1. Downlink transmit MMSE strategy with isolated enirdper spatial
asnr increases. We first have the following definitions an?ream nr independent streams of information carrying message esdic

Lemmas.

Definition 2 (Asymptotic Upper BoundO(.)). f(n)
O(g(n)) if there existsM > 0 andng > 0 such that|f(n)| <
M]|g(n)| for all n > ng. In other words,g(n)/f(n) < M for
somelM > 0 asn — oo.

Definition 3 (Asymptotic Tight Bound ©(.)). f(n)
©(g(n)) if there existsM,, > 0, M; > 0 andny > 0 such
that M;|g(n)| < |f(n)] < My|g(n)| for all n > ng. In other
words,M; < g(n)/f(n) < M, for someM, > 0 andM; > 0
asn — oQ.

Definition 4 (Regular Power Allocation Policy)A power
allocation policy? = {p;} is said to beregularif £[p?] =
O(1/n%) and E[p}] = O(1/nk) for all i € {1,2,.., K}.

The regularity requirement in Definition 4 implies that ther

is no single user being allocatedceptionally large poweon
average. This is a mild condition because for large the

.,wnp} are spatially multiplexed at the base station using MMSE
beam-forming.

Using Lemmas 2 and 3, we have for almost all CSIT
realizations,l, — I, = Pyo?/¢ + > itk pilpx,|* (condi-
tioned on CSIT) in probability. Therefore, we hawy —
| Xk|? — Aily. Since Xj is a complex Gaussian random
variable (conditioned on CSIT) with non-zero mean X|?
is a non-central chi-square random variable with 2 degrees
of freedom, noncentral parameter= |hwy|?. Hence, the
conditional outage probability can be expressed as:

I Ag(pr(H) +1)
eon | HH

where F\ 2,2 ,2)(y) is the c.d.f. of non-central chi-square
distribution with non-central parametef = |h{’w,|?> and
varianceo?.

Pout(rkvpkaAv I:I) =Pr |:Sk1/} < Ak|I:I:| =

fluctuation in the channel quality among users are limited.

Lemma 2 (Conditional Convergence OIB) If P = {pi}
is regular, we havelp = 2% (Z#kpjﬂx

) drops faster

than O(1/ny) for almost all CSIT realizations. Precisely, we

have Pr[Ip < O(1/nk™)] — 1 for somed > 0 as nr
increases.

Proof 2. Please refer to appendix B.

Lemma 3 (Conditional Convergence ofc). If P = {p;}
is regular, we havels = Z#k p,1X;|? converges tolo =
Pyo? /1) in probability asnr increases.

Proof 3. Please refer to appendix C.
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For a given CSIT, initialize 4=
Choose k~{1,K}

10°
—*— - actual outage probability — user k
O -+ chi-square approximation — user k
z
o
©
S
5107 © 1
51 Q —®
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.
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E;;;H"E;,,-”s wied
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Number of antennas (nT)

Fig. 4. Conditional average packet outage probability weraumber of
antennasw for CSIT errorso? = 0.05 and SNR = 10dB.

Compute the MMSE weight, power and
rate allocation based on A

Fig. 2. A flow chart of the NEOUS cross layer scheduling aliponi.

18 T T
A g% =0.01, simulation result
60 __167] — —6%=0.01, analytical result 1
% 1 O ¢%=0.1, simulation result
g ¢%=0.1, analytical result
50+ 8 2 1 vV ¢?= 0.5, simulation resuilt
2 ——0%=0.5, analytical result
g 10
)
40+ - (o))
£
b g ®
2 6
g 30f 7 g
2 5]
v5 g 4
b >
<
201 : o 2+ 4
0 . . . .
0 10 20 30 40 50
10+ : 7 Number of users (K)
L L L L L L L L L H _
o 1 20 5 m o 0 2 P %0 0o Fig. 5. Averzage system goodput versus number of uger®r ny = 10,
$2 CSIT errorso“ = 0.01,0.1,0.5 and SNR = 10dB.

Fig. 3. Order of growth ofp;. (¢) with respect to the non-central parameter
s2 for e =102,
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Fig. 6. Average system goodput versus number of transménaas at the
base statiom for K = 50, CSIT errorso2 = 0.01,0.05,0.1,0.5,0.9 and
SNR = 12dB. Solid line represents analytical expressionmarker represents
simulation results.

4.5

—&— Proposed sch, sigma’2 = 0.02
A - Proposed sch, sigma®2 = 0.1
—+— RX-ZF sch, sigma”2 = 0.02
+ -+ RX-ZF sch, sigma”2 = 0.1
3.5[ —&— TDMA sch, sigma”2=0.02 1
© -~ TDMA sch, sigma”*2=0.1
—— Opptunistic sch, sigma”*2=0.02
* - Opptunistic sch, sigma”2=0.1
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N
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Fig. 7. Average system goodput verdiiof the proposed cross-layer MMSE,
cross-layer ZF, TDMA-based scheduler (selecting one user t#me) and
opportunistic scheduler fat = 4, CSIT errorso2 = 0.02,0.1 and SNR =
10dB.



