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Adaptive Resource Allocation for Multiuser
MIMO Systems with Transmit Group MMSE

Vincent K. N. Lau, Senior Member, IEEE

Abstract—In this paper, we propose an integrated cross-layer
optimization framework for resource allocation over a multi-user
MIMO system using Transmit Group MMSE (Tx-GMMSE) at
the base station. We adopt the full-rate full-diversity orthogonal
STBC in the multi-user Tx-GMMSE physical layer allowing a
flexible tradeoff of spatial multiplexing (for spectral efficiency)
and full rate spatial diversity (for protection against packet
outage) with various number of antenna groupings. The proposed
cross-layer framework, which determines the user selection, rate
selection, power selection as well as mode selection (spatial
diversity or spatial multiplexing) for each user, can introduce
robustness to the potential packet transmission errors even at
moderate to large CSIT errors.

Index Terms—Transmit group MMSE, cross-layer MIMO.

I. INTRODUCTION

CROSS-layer designs for multi-user MIMO systems have
been shown to be very effective in boosting spectral

efficiency since they exploit the multi-user selection diversity
and spatial multiplexing gain in the time varying wireless
fading channels. However, most of the cross-layer designs
rely on perfect channel state information (CSIT) at the base
station, a very difficult to achieve in practice especially when
the number of antennas NT and the number of users K
are large. When CSIT is subject to time delays at the base
station, the instantaneous mutual information is unknown to
the base station, resulting in channel outage events and thus
potential packet errors. For instance, conventional cross-layer
designs mostly utilize Transmit-Zero Forcing (Tx-ZF) for
spatial multiplexing to maximize system capacity [6]. This
is reasonable if the CSIT is perfect because packet outage
can be avoided by rate adaptation. However, as we shall
illustrate, the potential packet error is a significant factor of
performance degradation in cross-layer systems with outdated
CSIT and packet outage must be considered in the scheduling
algorithm. As a result, naive cross-layer designs based on
Tx-ZF for MIMO channels need to be enhanced to account
for the outdated CSIT. Specifically, both the physical layer
processing (Tx-ZF) and the resource allocation algorithm have
to be enhanced so as to cater for outdated CSIT scenarios.

In this paper, we shall propose an integrated cross-layer
design framework over an enhanced multi-user MIMO phys-
ical layer processing, namely the Transmit Group MMSE
(Tx-GMMSE) for robust performance with outdated CSIT.
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Conventional system performance measure such as the ergodic
capacity may not be suitable here because they failed to
account for potential packet errors. To take into consideration
of the potential packet errors, we shall design our system to
maximize the average system goodput, which is defined as
the total average b/s/Hz successfully delivered to the mobiles.
Group zero-forcing was originally proposed in [7] as a receiver
detection algorithm for point-to-point MIMO link for flexible
tradeoff between spatial diversity and spatial multiplexing [5].
In this paper, we shall extend the idea to consider group
MMSE at the transmitter. In the Tx-GMMSE architecture, the
spatial streams are partitioned into a number of groups. Within
each group, orthogonal space time block code is applied to
achieve spatial diversity gain and between groups, spatial
multiplexing is adopted to increase the spectral efficiency. In
fact, spatial diversity does not bring us any advantage in a
MIMO link for ergodic channels (fast fading channels) or
slow fading channels with perfect CSIT because there will be
virtually no packet errors in both cases (as long as the channel
code is strong enough). However, when we have outdated
CSIT in multi-user MIMO systems, spatial diversity may
be important because it offers additional protection against
potential packet errors especially at large CSIT errors.

While the Tx-GMMSE physical layer offers a flexible
tradeoff between spatial diversity and spatial multiplexing, it
is critical to have a properly designed resource allocation algo-
rithm to determine the best operating mode (spatial diversity
or spatial multiplexing) for each user in every scheduling slot.
Specifically, based on the outdated CSIT on every fading slot,
the proposed cross-layer framework determines the scheduled
data rates {r1, ..., rK}, the power allocations {p1, .., pK},
the set of admitted users A as well as the spatial multiplex-
ing/diversity mode of the selected users so as to achieve robust
performance against packet errors. The optimal search for the
user set and the spatial multiplexing/diversity mode involve
complex combinatorial search which has exponential order of
complexity with respect to NT . As a result, we propose a
double greedy-based search algorithm which achieves close-
to-optimal performance at a much lower complexity.

This paper is organized as follows. In section II, we shall
outline the multi-user MIMO system models, including the
channel model, the CSIT error model, multi-user Tx-GMMSE
processing, as well as the cross-layer scheduling model. In sec-
tion III, we shall formulate the cross-layer scheduling problem
with outdated CSIT into a mixed convex and combinatorial
optimization problem. We shall outline both the optimal and
sub-optimal solutions for the cross-layer scheduling problem.
In section IV, numerical results are presented and discussed.
Finally, we give a brief summary in section V.
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II. MULTIUSER MIMO SYSTEM MODEL

We shall adopt the following notations throughout this
paper: X denotes a matrix, x denotes a column vector, x†

denotes a row vector (where (.)† denotes transpose) and x
denotes a scalar. Furthermore, (.)H denotes the conjugate
transpose operation, (.)∗ denotes the conjugate operation and
matrix norm refers to Fobreneous norm.

A. MIMO Channel Model

We consider a communication system with K mobile users
and a base station over a frequency flat fading channel. We
assume the base station is equipped with NT transmit antennas
and each of the K mobile users is equipped with Mk, k =
1, 2, ..,K receive antennas respectively. The channel fading
coefficients between the base station and the k-th mobile are
modelled as i.i.d. complex Gaussian random processes (with
zero mean and unit variance) and they are characterized by
the Mk × NT dimension channel matrix, HH

k . The system
is targeted for low mobility users and therefore, the channel
fading remains quasi-static within a scheduling time slot.

Let yk,t be the Mk × 1 received signal of the k-th mobile
at the t-th symbol. The

∑
k Mk × 1 dimension vector of the

aggregate received signals yt from all the K mobiles is given
by:

yt =

⎡⎢⎣ y1,t

...
yK,t

⎤⎥⎦ =

⎡⎢⎣ HH
1
...

HH
K

⎤⎥⎦x +

⎡⎢⎣ z1,t

...
zK,t

⎤⎥⎦ (1)

where x is the NT × 1 transmit symbol from the base station
to the K mobiles and zk,t is the Mk × 1 complex Gaussian
channel noise vector with unit covariance I.

B. CSIT Error Model

We consider a TDD system where the CSIT is estimated
using the uplink dedicated pilots of the K mobiles. Due to
duplexing delay1, the estimated CSIT of the k-th user at the
t−th scheduling slot is given by Ĥk[t] = Hk[t− τ ] where τ
is the CSIT delay. Hence, the estimated CSIT Hk[t] can be
expressed as [12]:

Hk[t] =
√

1 − σ2
e(τ)Hk[t− τ ] + σe[τ ]ΔHk

=
√

1 − σ2
e(τ)Ĥk[t] + σe[τ ]ΔHk (2)

where Hk[t] is the actual CSIT at time t and ΔHk is the
CSIT error matrix with components given by i.i.d. Gaussian
distribution variables (zero mean, variance σ2

e(τ)). σ2
e(τ)

indicates the CSIT quality. When σ2
e = 0, we have perfect

CSIT and when σ2
e = 1, we have no CSIT. For illustration

purpose, we assume Jake’s model for Doppler spread and the
CSIT error variance σ2

e is given by:

σ2
e (τ) = 1 − J2

0

(
2πfc

c
vτ

)
where J0(.) is the zeroth order Bessel function, c is the speed
of light, v is the speed of the mobile and fc is the carrier
frequency.

1Duplexing delay refers to the delay due to the switching between UL and
DL frames in TDD systems.

Fig. 1. Illustration of the transmit group MMSE (Tx-GMMSE) processing
at the multi-user MIMO base station.

C. Multiuser Multi-antenna Tx-GMMSE Processing

Fig. 1 illustrates the block diagram of the proposed Tx-
GMMSE processing. For easy notation, we assume the set
of selected users A = {1, 2, .., G}. The NT spatial channels
are partitioned into G groups with group g ∈ A consuming
ng ≤ NT spatial channels. Within the g-th group, the
ng ≤ NT spatial channels are used to carry codewords
from space time block code (STBC) such as the Alamouti
codes [8]. Between the G groups, G independent codewords
from G different users are carried. Note that when n1 =
n2 = · · · = nG = 1 and the Tx-GMMSE reduces to the
conventional Tx-MMSE processing. By adjusting the spatial
channel groupings {n1, ..., nG}, we can achieve a flexible
tradeoff between spatial multiplexing across different users
(large G) and spatial diversity for each user (small G). Let T
be the time span of the STBC. The ng×T dimensional STBC
codewords of the g-th group, Ug , is given by:

Ug =
[

A(g)
1 sg · · · A(g)

T sg

]
+
[

B(g)
1 s∗g · · · B(g)

T s∗g
]

(3)
where (.)∗ denotes the conjugate operation, A(g)

t and B(g)
t are

the g−th STBC encoding matrices (dimension ng × ng) for
t ∈ [1, T ] and sg is the ng×1 dimensional complex transmitted
symbols at the input of the g−th STBC. As illustrated in Fig.
1, each of the ng × T STBC codeword Ug is scaled by the
power allocation

√
pg ≥ 0. {p1, .., pG} is the transmit power

allocation on the G groups such that the total transmit power
constraint is satisfied:

G∑
g=1

pg = P0 (4)

During the t-th symbol duration (within a STBC), each of
the ng × 1 code symbol of the STBC, u(t)

g , is multiplied by
a NT × ng dimensional complex weight Wg for g = 1, .., G
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to produce the NT × 1 transmit symbol x(t) given by:

x(t) =
[

W1 · · · WG

]︸ ︷︷ ︸
W

⎡⎢⎣
√
p1 · · · 0
...

. . .
...

0 · · · √
pG

⎤⎥⎦
︸ ︷︷ ︸

Λ

⎡⎢⎣ u(t)
1
...

u(t)
G

⎤⎥⎦
︸ ︷︷ ︸

u(t)

for t ∈ [1, T ] (5)

where W is the NT ×N aggregate Tx-GMMSE weights for
the G groups, u(t) is the N ×1 aggregate STBC code symbol
during the t-th symbol duration. For power normalization, we
assume that E [u(t)

g u(t)H
g ] = 1

ng
Ing .

D. Orthogonal STBC

Note that in the proposed Tx-GMMSE scheme, full-rate and
full-diversity STBC is used in each group to realize the spatial
diversity so as to reduce the packet error probability. The full
diversity order is important because it can fully exploit the
available spatial dimensions to protect the packet transmis-
sion from channel outage. On the other hand, the full rate
requirement in the STBC is also important because otherwise,
there will be goodput penalty on choosing higher diversity
order. A very appealing choice on the family of STBC is
orthogonal STBC (OSTBC) as it provides full-diversity and
allows low complexity decoding. Unfortunately, there does
not exist a family of OSTBC with full-rate and full-diversity
over various numbers of transmit antennas (ng = 2, 3, 4, 5, ...)
[14]. Hence, when the antenna grouping involves more than
two antennas, we shall adopt a family of full-rate full-diversity
quasi-orthogonal STBC (QOSTBC) [15]. The QOSTBC offers
full-rate full diversity performance over different numbers of
antennas in the grouping and therefore, allow very efficient and
flexible tradeoff. The Mk × T dimensional received signal of
the k-th mobile user Y†

k = [yk,1..yk,T ] is given by:

Y†
k =

√
pkHH

k WkUk︸ ︷︷ ︸
Information

+
∑
g �=k

√
pgHH

k WgUg︸ ︷︷ ︸
Multiuser Interference

+Z†
k (6)

where the first term contains the desired STBC codewords
targeted to the k-th mobile, the middle term represents the
multi-user interference due to simultaneous transmission of
independent STBC codewords over the G spatial channels
and the Zk corresponds to the T ×Mk dimensional complex
channel noise.

E. Selection of the Tx-GMMSE Weights

Ideally, we would like to design Wk to completely elim-
inate the multiuser interference terms in (6). However, this
is not possible since the base station has only an estimate
knowledge of the NT ×∑k Mk dimensional estimated ag-
gregate CSIT, denoted by Ĥ = [Ĥ1 · · · ĤG]. In this paper,
we choose the weight based on Tx-GMMSE approach where
the total normalized MSE error Jt (at any symbol instance) is
minimized for a given user set A and the given spatial channel
groupings {N1, ...,NG}. The spatial antenna groupings of user
k, Nk, is the set of selected received antenna index of the k-
th user (with cardinality |Nk| = nk ≤ Mk). For illustration,

we assume the selected user set is A = {1, 2, .., G} and
the selected spatial channel grouping of user k is Nk =
{1, ..., nk} as illustrations. Let ỹk,t = [yk,t(1)...yk,t(nk)]†

be the received signal vector (with elements corresponding to
the received antenna index Nk) and ỹt = [ỹ†

1,t...ỹ
†
G,t]

† be
the overall aggregate received signal vector (with elements
corresponding to N1, ..,NG). The total conditional MSE at
the t-th symbol duration is given by (7), where wk,j is the
j-th column of the nT ×nk dimensional MMSE weight Wk,
ĥk,j is the j-th column of the estimated CSIT Ĥk. Hence,
the optimal MMSE weights wk,j can be obtained by standard
optimization technique in a decoupled manner and is given
by:

wk,j =
√
nT (1 − σ2

e)

(∑
i∈Nk

ĥk,iĥH
k,i + λkI

)−1

ĥk,j . (8)

for k ∈ A and j ∈ Nk.

F. Packet Error Model and System Goodput

Assume the STBC is constructed such that sg and s∗g do
not occur at the same time slot [8], [15]. From (6) and
(3), the received signal yk,t of the k−th user at the t-th
symbol duration (within a STBC codeword t ∈ [1, T ]) can
be expressed as:

yk,t =
√
pk(HH

k WkA
(k)
t + H†

kW
∗
kB

(k)∗
t )sk︸ ︷︷ ︸

Information

+
∑

j∈A/k

√
pj(HH

k WjA
(j)
t + H†

kW
∗
jB

(j)∗
t )sj︸ ︷︷ ︸

Multiuser Interference,vk,t

+zk,j

(9)

such that:

yk,t{zk,t} =

{
yk,t{zk,t} ifB(k)

t = 0nk×nk

y∗
k,t{z∗k,t} ifA(k)

t = 0nk×nk

∀g ∈ [1, G],

(10)
Let vk,t denotes the Mk × 1 residual multiuser interference
due to outdated knowledge of CSIT. Collecting all the T×Mk

observations of the STBC for user k, yk = [y†
k,1, ....,y

†
k,T ]†,

we have

yk =
√
pkHksk +

∑
j∈A\k

√
pjHjsj + zk

where

Hj =

⎛⎜⎜⎝
HH

k WjA
(j)
1 + H†

kW
∗
jB

(j)∗
1

...

HH
k WjA

(j)
T + H†

kW
∗
jB

(j)∗
T

⎞⎟⎟⎠ (11)

The structure of quasi-orthogonal STBC design [15] gives
the following property,

HH
k Hk =

⎛⎜⎜⎝
‖HH

k Wk‖2 0 · · · ∗
0 ‖HH

k Wk‖2 · · · 0
· · · · · · · · · · · ·
∗ 0 · · · ‖HH

k Wk‖2

⎞⎟⎟⎠
(12)

where ’∗’ denotes a small nonzero element which occurs
only at anti-diagonal and ′∗′ is much smaller than the main
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Jt(W) =
∑
k∈A

pk

∑
j∈Nk

⎛⎝|ĥH
k,jwk,j −

√
nT (1 − σ2

e)|2 +
∑

j′∈Nk,j′ �=j

|ĥH
k,j′wk,j |2

⎞⎠+ σ2
eP0 + |A| (7)

diagonal terms. Note that HH
k Hk will be exactly diagonal for

orthogonal STBC. Hence, for simplicity, we can ignore the
anti-diagonal term and the output observations after orthogonal
STBC decoder2 is given by:

ψk =
HH

k

‖Hk‖yk =
√
pk

HH
k Hk

‖Hk‖ sk +
∑

j∈A\k

√
pj

HH
k Hj

‖Hk‖ sj +
HH

k zk

‖Hk‖
(13)

Using conventional orthogonal STBC detection scheme where
the nk observations in ψk are detected separately, the total
instantaneous mutual information (bits per channel use) of the
k-th user conditional on CSIR Hk is given by:

Ck ≈ log2

(
1 +

pk

nk
‖HH

k Wk‖2

1 +
∑

j �=k
pj

nj
‖HH

k Wj‖2

)
(14)

In order to capture the potential packet errors into the
system performance measure, we shall consider the system
goodput (b/s/Hz successfully delivered to the mobile stations)
as our performance measure instead of conventional ergodic
capacity. In general, packet error is contributed by two factors,
namely the channel noise and the channel outage. In the for-
mer case, packet error happens because of non-ideal channel
coding and finite block length of the channel codes. This factor
can be reduced by using a stronger channel code and a longer
block length. However, in the latter case, the effect is sys-
tematic and cannot be eliminated by simply using a stronger
code or longer block length. This is because the instantaneous
mutual information3 for the k-th user, Ck , between the STBC
inputs, sk, at the base station and the received signals yk

is a function of actual CSI Hk, which is unknown to the
base station. Hence, the packet will be corrupted whenever
the scheduled data rate exceeds the instantaneous mutual
information. In practice, for reasonable block length (such
as 8K byte) and strong coding (such as LDPC), Shannon’s
capacity Ck can be approached to within 0.05 dB for a target
FER of 10−3. Hence, we shall model the packet error solely
by the probability that the scheduled data rate exceeding the
instantaneous mutual information (i.e. packet error due to the
channel outage only).

To take into consideration of the potential packet errors, we
define the instantaneous goodput of the k-th user as:

ρk = rk1[Ck ≥ rk] (15)

where 1(E) is the indicator function which is equal to 1 if
the event E is true and 0 otherwise. Hence, the instantaneous
goodput measures the actual b/s/Hz successfully delivered to
user k in the current fading slot. Similarly, the average system
goodput is defined as the total average b/s/Hz successfully

2In conventional orthogonal STBC detection, the vector channel outputs yk
are pre-multiplied by the CSIR HH

k to form the decoupled sufficient statistics
with respect to the information symbols.

3The STBC, together with the MIMO channel, transforms a vector channel
into a SISO super-channel for user k and we the mutual information between
the STBC inputs and the received signals represents the maximum achievable
rate for error free transmission if strong coding is concatenated onto the
STBC.

delivered to the K mobiles (averaged over multiple time slots)
and is given by:

Uthp(ρ̄1, ..., ρ̄K) = E [
K∑

k=1

ρk] = E
{

K∑
k=1

rk Pr
[
rk < Ck|Ĥ

]}
= EĤ[G(r1, ..., rK)] (16)

where G(r1, ..., rK) is the conditional system goodput given
by:

G(r1, ..., rK) =
K∑

k=1

rk Pr
[
rk < Ck|Ĥ

]
=

K∑
k=1

rk

[
1 − Pout(rk|Ĥ)

]
(17)

and Pout(rk|Ĥ) is the conditional packet outage probability
(conditioned on the CSIT Ĥ).

III. CROSS LAYER SCHEDULING PROBLEM FORMULATION

While the Tx-GMMSE physical layer offers flexible trans-
mission modes (spatial diversity/multiplexing), it is critical
to have a properly designed cross-layer scheduler to take
advantage of this flexibility to achieve robust performance
with outdated CSIT. At the beginning of scheduling time slot,
the cross-layer scheduler determines the admitted user set
A (set of user indices who are selected in the current time
slot), the power allocation {p1, ..., pK}, the rate allocation
{r1, ..., rK} as well as the mode selection {N1, ...,NG} for
the selected users. The scheduling results are broadcasted
to the mobile users through a common downlink channel.
Afterwards, the payload from the selected users are transmitted
at the scheduled rate and power in the downlink as illustrated
in Fig. 1. In this section, we shall propose an integrated
framework for the design of downlink cross-layer scheduling
with Tx-GMMSE in the presence of outdated CSIT.

A. The Scheduling Problem Formulation

The cross-layer scheduling problem with outdated CSIT can
be cast into the following optimization problem:

Problem 1 (Cross Layer Optimization Problem): Given
any realization of the estimated CSIT from all mobile users
Ĥ, determine the optimal admitted user set A, the optimal
power allocation {pk}, the optimal rate allocation {rk} as well
as the optimal mode selection (spatial multiplexing/diversity)
set N so as to maximize the conditional system goodput in
(17), G(r1, ..., rK) subject to the transmit power constraint∑

k∈A pk ≤ P0 and PER constraint Pout(rk|Ĥ) = ε.

B. Optimization Solution

Observe that the optimization parameters in problem 1 in-
clude real variables (p1, p2, ..., pK) and (r1, r2, ..., rK) as well
as discrete variables A and N . Hence, the solution involves a
mixed analytical optimization (w.r.t. pk, rk) and combinatorial
search (w.r.t. A and N ). The solution is expressed into the
following two steps.
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1) Step 1: Analytical Optimization: In this step, we shall
focus on solving for {pk} and {rk} for a given admitted user
set A and the associated spatial stream grouping N . To obtain
the closed-form expressions on the scheduled data rate and
power allocation, we need to work out the conditional outage
probability. Pout(rk|Ĥ) can be expressed as:

Pout(rk|Ĥ) = Pr
(
Sk < Λk|Ĥ

)
(18)

where

Sk =
pk

nk
‖HH

k Wk‖2 −
∑
j �=k

ζj‖HH
k Wj‖2, (19)

Λk = (2rk − 1)nk and ζj = pjΛk

nj
. In general, obtaining

the distribution of Sk is not easy because conditioned on the
CSIT Ĥ, the random variables ‖HH

k Wk‖2 and ‖HH
k Wj‖2 in

Sk are correlated. In addition, the terms ‖HH
k Wj‖2 are also

correlated for different j. Yet, we found from the following
lemma that Sk converges to non-central chi-square random
variable as NT increases. Hence, the outage probability can
be approximated by chi-square distribution as below (which
is asymptotically exact).

Definition 1 (Regular Power Allocation Policy): A power
allocation policy P = {pi : ∀i ∈ A} is said to be regular
if E [pm

i ] ≤ O(1/Nm) for m = 2, 4 where O(.) denotes
asymptotic upper bound.

Lemma 1: [Asymptotic Packet Outage Distribution] Let∑
k∈A |Nk|/NT = L be the SDMA loading factor and for

sufficiently largeNT , the conditional packet outage probability
of the k-th user (conditioned on the CSIT realization Ĥ),
Pout(rk|Ĥ), converges to:

Pout(rk|Ĥ) → Fχ2
2nkMk

(
Λk(μI + 1)

pk‖ĤH
k Wk‖2/nk

)
(20)

with probability one if the power allocation {pi : i ∈ A} is
regular where Fχ2

2nkMk

(y) is cdf of non-central chi-square of
2nkMk degrees of freedom, non-central parameter s = 1 and
variance σ2

e/‖ĤH
k Wk‖2, μI is given by

μI = P0Mkσ
2
e +NT (1 − σ2

e)P0/
∑

j

nj ,

and B is a deterministic constant given by
B =

∫∞
0

s

(s+λ̃)2
dG∗(s) where s is the eigenvalues of(∑

j �=k
˜̂hj

∗˜̂hj

)
and G∗(s) is the limiting empirical

distribution of s [10].
The proof of this Lemma is given in Appendix A. Note

that the extra robustness against packet outage (due to CSIT
errors) by assigning nk spatial subchannels to user k is
reflected in the extra degrees of freedom in the non-central
chi-square distribution in (20). The regularity requirement
of power allocation implies that there is no single user
being allocated exceptionally large power on average. For
homogeneous users, the average power allocation among all
users should be regular by symmetry. Otherwise, that means
some users are exceptionally weak. In the following, we shall
assume that the power allocation policy is regular and obtain
the asymptotically optimal power and rate allocation solutions
from (20).

Using (20) for the conditional packet outage probability, the
outage constraint Pout = ε becomes:

Pout = ε⇐⇒ Λk(1 + μI)/pk‖ĤH
k Wk‖2/nk = ϕ(ε) (21)

where ϕ(ε) = F−1
χ2

2nkMk

(ε). Hence, the outage requirement is

satisfied if and only if rk = log2(1 + pkγk) where γk =
‖ĤH

k Wk‖2ϕ(ε)
nk(1+μI ) is the average SIR of user k (per unit received

power). Using standard optimization techniques, we have the
optimal rate and power allocation given by:

p∗k =
(

1 − ε

μ
− 1
γk

)+

(22)

and

r∗k =
[
log2

(
(1 − ε)γk

μ

)]+
(23)

where μ > 0 is the Lagrange multiplier chosen to satisfy∑
k∈A pk = P0.
2) Step 2: Combinatorial Optimization: The remaining

optimization parameters are the admitted user set A and the
corresponding spatial multiplexing/diversity modes N . The
optimal solution can be obtained using the exhaustive search
method over all possible combinations of A and N has two
potential issues. Firstly, the search complexity is huge with a
total search space of O(KNT ). Secondly, the search objective
G(r1, ..., rK) is a function of A, N and the Lagrandge
multiplier μ. For notation convenience, we denote the search
objective as G(μ,A,N ). To maintain the same transmit power
constraint P0, the Lagrange multiplier μ will be changed as we
change A and N . Given any A and N , we need to compute
the Tx-GMMSE weight as well as the Lagrange multipler μ in
order to evaluate G(μ,A,N ). This results in a further increase
in the search complexity. Since the scheduling algorithm is a
realtime process per time slot, the exhaustive search solution
is not suitable for implementation. In this section, we shall
propose a low complexity suboptimal algorithm (the double
greedy-based selection algorithm (DGBSA)) to determine the
user selection A and the mode selection N . We shall first
establish an essential lemma before elaborating the DGBSA
algorithm.

Lemma 2 (Equivalent Search Metric): For any given P0,
if A∗ and N ∗ maximize the conditional goodput G(μ,A,N )
then all the power {pk} are positive for all k ∈ A∗ and
f(A∗,N ∗) ≥ f(A,N ) for any (A,N ) = (A∗,N ∗) where
f(.) is given by:

f(A,N ) =
∏

k∈A∗

γk

|A|∗
(
P0 +

∑
k∈A∗

1
γk

)
and

γk =
√

2ϕkσΔH‖ĥ†
kWk‖ + (nkσ

2
ΔH + ‖ĥ†

kWk‖2).

On the other hand, if A∗,N ∗ maximizes f(A,N ) and μ <
γk for all k ∈ A∗, then A∗,N ∗ maximizes G(μ,A,N ).

Please refer to appendix B for the proof. In other words,
the equivalent search metric for A and N can be replaced
by f(A,N ), which is free from the Lagrange multiplier, for
sufficiently large P0. Define f∗(A) = maxN f(A,N ) and
f∗∗ = maxA f∗(A). Based on lemma 2, we shall elaborate
the DGBSA below.
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• Step 1: Level I Initialize. Set A(0) = ∅, N (0) = ∅ and
k = 1.

• Step 2: Search for A. We have i∗ =
argmaxi∈[1,K]/A(k−1) f∗(A(k−1)

⋃{i}), A(k) =
A(k−1)

⋃{i∗} and N (k) = arg maxN f(A(k),N ). To
evaluate f∗(A(k−1)

⋃{i}), we perform the Level II
Greedy Algorithm as below:

– Step 2a: Level II Initialize. Given the admitted user
set from Level I A(k−1)

⋃{i}, let kj be the j-th user
in A(k−1). For a given N (k−1), set B(0) = N (k−1)

and m = 1.
– Step 2b: Search for N . Denoting B(j) as the num-

ber of spatial streams allocated to user j ∈ A(k−1)

for any mode selection set B. If B(m) = ∅, set
m = NT , B(m)(i) = NT and proceed to step
2c. Otherwise, set B(m)

j = B(m−1)/{j}|{i} which
denotes the operation of removing a spatial channel
from user j ∈ A(k−1) and assigning it to user i. i.e.,

B(m)
j (j) = B(m−1)(j)−1, B(m)

j (i) = B(m−1)(i)+1

We have j∗ = argmaxB(m)
j

f(A(k−1)
⋃{i},B(m)

j )

and B(m) = B(m)
j∗ .

– Step 2c: Level II Termination. If m =
NT then N (k) = B(NT ) and terminate with
f∗(A(k−1)

⋃{i}) ≈ f(A(k−1)
⋃{i},N (k)). If

f(A(k−1)
⋃{i},B(m)) < f(A(k−1)

⋃{i},B(m−1)),
then N (k) = B(m−1) and terminate with
f∗(A(k−1)

⋃{i}) ≈ f(A(k−1)
⋃{i},N (k)). Other-

wise, set m = m+ 1 and goto step 2b.
• Step3: Level I Termination. If k = K or f∗(A(k)) <
f∗(A(k−1)), then A∗ = A(k−1), N ∗ = N (k−1) and
terminate. Otherwise, set k = k + 1 and repeat step 2.

The complexity of the DGBSA is of O(KN2
T ), which is

much lower than exhaustive search O(KNT ).

IV. SIMULATION RESULTS

In this section, we will evaluate the system performance in
terms of sum of total user throughput using computer sim-
ulations. We shall compare the performance of the proposed
robust cross-layer scheduler (based on Tx-GZF) with various
reference baselines elaborated below.

• Baseline 1: Regular Tx-ZF + Naive cross-layer. In
baseline 1, we consider the regular ZF-Tx with naive
cross-layer scheduler (designed for perfect CSIT). The
spatial streams are separated by regular Tx-ZF based
on the imperfect CSIT Ĥ at the physical layer and the
naive cross layer scheduler allocate user selection, rate
adaptation, power adaptation by using the imperfect CSIT
as if they were perfect.

• Baseline 2: Regular Tx-ZF + Robust cross-layer. Base-
line 2 is defined as the system with regular Tx-ZF and
a robust cross-layer scheduler (matched to the outdated
CSIT). Similar to baseline 1, the spatial streams are sepa-
rated by Tx-ZF based on the outdated CSIT. However, we
shall apply our proposed CSIT-error matched cross-layer
design over the regular Tx-ZF physical layer.

• Baseline 3: Tx-GMMSE + round robin scheduling.
Baseline 3 is defined as the system with Tx-GMMSE
processing and simple round robin scheduling.
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Fig. 2. System goodput (b/s/Hz) versus SNR of the baseline 1 system (Tx-ZF
+ naive scheduling) for NT = 4, 10 and σ2

e = 0, 0.01, 0.1, at a target outage
probability of Pout = 0.01. The loss of goodput is obvious at a moderate
CSIT error σ2

e = 0.01. Performance saturates when SNR increases at CSIT
error σ2

e = 0.1.
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Fig. 3. Average goodput performance vs number of transmit antennas of the
baseline 1 system for σ2

e = 0, 0.01, 0.1 and SNR=8dB, at a target outage
probability of Pout = 0.01. Increasing the number of transmit antenna cannot
improve the systems goodput anymore even if there is small CSIT error
σ2

e = 0.01. This is due to packet errors when the scheduled rate exceeds
the instantaneous mutual information.

A. Performance of the Naive Scheduler with CSIT Errors

Fig. 2 illustrates the average system goodput (b/s/Hz) versus
SNR for the baseline 1 system with NT = 4, 10 and CSIT
errors σ2

e = 0.01, 0.1. Fig. 3 illustrates the average system
goodput (b/s/Hz) versus NT for the baseline 1 system at
SNR=8dB. We observe that even with small CSIT error (σ2

e =
0.01), system goodput degrades significantly compared to the
perfect CSIT result. In particular, the system goodput does not
scale with either the SNR or NT (spatial multiplexing gain).
Hence, these results highlight the importance of designing the
cross-layer scheduler matching to the CSIT errors.
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Fig. 4. Performance comparison of the proposed design and baseline 1, 2,
3 systems for NT = 8 and σ2

e = 0.05, 0.5 at a target outage probability of
Pout = 0.002. robsch stands for robust scheduling. Baseline 1 system fails
to improve goodput. The proposed design and baseline 2 system are more
robust CSIT errors. The advantage of Tx-GMMSE processing over Tx-ZF
processing is observed, especially for large CSIT error and/or large number
of transmit antennas.
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Fig. 5. Average goodput performance vs number of transmit antennas of
the proposed design and other 3 baselines for σ2

e = 0.05, 0.5 and SNR=8dB
at a target outage probability of Pout = 0.002. robsch stands for robust
scheduling.

B. Performance of the Proposed Design (GMMSE + Robust
Scheduler) with CSIT Errors

Fig. 4 illustrates the average system goodput versus the
SNR for the proposed design, the baseline 1, baseline 2 and
baseline 3 systems. Comparing the proposed design and the
the baseline 2 system (Tx-ZF + robust scheduler), we can
observe that the proposed Tx-GMMSE cross-layer scheduler
is more robust to the CSIT error due to the spatial diversity,
which is important to protect the packets. By comparing our
proposed scheduler with baseline 3 (Tx-GMMSE + round
robin), it is seen that high gain is achieved due to the
robust cross-layer scheduler matching to the imperfect CSIT
error. In addition, comparing the proposed design with the
baseline 1 system (Tx-ZF + naive scheduler), we observe the
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Fig. 6. Performance comparison of Tx-GMMSE based genetic scheduler with
optimal scheduler for NT = 8 at CSIT error σ2

e = 0.05, 0.5. The target
outage probability is Pout = 0.002. DGBSA scheduler has near optimal
performance but low complexity.

significant performance gain due to both the robust physical
layer processing (Tx-GMMSE) as well as robust cross-layer
scheduling. Finally, comparing the performance between base-
line 2 and baseline 3, we can see the importance of cross-layer
gain (multiuser diversity) even with moderate to large CSIT
errors. Fig. 5 plots the average goodput vs NT performance of
the four systems at CSIT error σ2

e = 0.05, 0.5 and SNR=8dB.
There is a significant gain in system goodput of the proposed
design due to spatial multiplexing and multiuser diversity
gains.

C. Performance of the DGBSA

Fig. 6 shows the average goodput performance of the sub-
optimal DGBSA. We observe that the DGBSA search achieves
close-to-optimal performance at different number of transmit
antennas and at various CSIT errors. Yet, the complexity of
the DGBSA search is around 100 times lower than that of the
optimal search for K = 10 and NT = 4.

V. CONCLUSION

In this paper, we propose the Tx-GMMSE physical layer
processing as well as the corresponding cross-layer scheduling
algorithm for multi-user MIMO systems with outdated CSIT.
On the physical layer processing, the Tx-GMMSE introduces
robustness for the potential packet outage because it allows a
flexible tradeoff of spatial multiplexing and spatial diversity.
Coupled with the cross-layer designs matching the CSIT
errors, we show that the proposed Tx-GMMSE achieves very
robust performance at moderate to large CSIT errors. Tx-
GMMSE offers additional performance gains over regular
ZF physical layer at moderate to large CSIT errors even
if the corresponding cross-layer components are matched to
the imperfect CSIT. This demonstrates the robustness of Tx-
GMMSE with respect to packet outage.

APPENDIX A
PROOF OF THE LEMMA 1

For easy notation, assume A = {1, 2, .., k, .., G} and
define H̃ = H/

√
NT (1 − σ2

e) as the normalized CSI for
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σ2
e < 1. From (18), the conditional outage probability is

given by Pout(rk|Ĥ) = Pr
[
Sk < Λk/NT (1 − σ2

e)|Ĥ
]

where

Λk = (2r
k − 1), and Sk is the normalized random variable

given by:

Sk = pk‖Xk‖2/nk − Λk

∑
j∈A,j �=k

pj‖Xj‖2/nj (24)

where Xj = WH
j H̃k = WH

j
˜̂Hk + WH

j Δ̃Hk for j ∈ A.
Xj is a complex Gaussian nj × Mk matrix (conditioned

on CSIT ˜̂H) with conditional mean μXk
= WH

j
˜̂Hk. The

conditional covariance of the i-th column of Xj is given

by E
[
Xj(i)Xj(i)H |Ĥ

]
= σ2

e/(NT (1 − σ2
e))Inj for i =

1, 2, ..,Mk. Furthermore, the conditional covariance between
any two different columns in Xj is given by 0 (nj × nj).
Hence, ‖Xk‖2 = ‖H̃H

k Wk‖2 in (24) is non-central distributed
(conditioned on Ĥ).

Next, we shall look at the distribution of the term∑
j∈A,j �=k pj‖Xj‖2/nj in (24). Notice that {Xj}j �=k

are mutually correlated and we have E
[
X̃iX̃H

j |Ĥ
]

=
Mkσ2

e

NT (1−σ2
e)W

H
i Wj where X̃j = Xj − μXj . Define the spatial

interference Ik as:

Ik =
∑
j �=k

pj‖Xj‖2/nj

=
∑
j �=k

pj‖μXi‖2/nj︸ ︷︷ ︸
IA

+ 2�tr
⎛⎝∑

j �=k

pjμ
∗
Xj

X̃j/nj

⎞⎠
︸ ︷︷ ︸

IB

+
∑
j �=k

pj‖X̃j‖2/nj︸ ︷︷ ︸
IC

(25)

Since conditioned on the CSIT, IA is a constant, we shall
analyze the convergence of IB , and IC respectively below. Let
N =

∑
k nk and L = N/NT .

Lemma 3 (Convergence of IB): If L > 0 and {pi} is

regular, we have IB = 2�tr
(∑

j �=k pjμ
∗
Xj

X̃j/nj

)
drops

faster than O(1/NT ) for almost all realizations of CSIT. That
is Pr[IB ≤ O(1/N1+δ

T )] → 1 for some δ > 0 asNT increases.

Proof: Observe that E [IB ] is given by:

E [IB ] = 2�tr
∑
j �=k

EĤ

[
pjμ

H
Xj

E [X̃j|Ĥ]/nj

]
= 2�tr

∑
j �=k

EĤ

[
pjμ

H
Xj

0/nj

]
= 0.

Using matrix inversion lemma and from [10], we have

E [|μXi (n,m)|4] = E

⎡⎢⎣ |˜̂hH

k,mM−1
k,m
˜̂hi,n|4

|1 + ˜̂hH

k,mM−1
k,m
˜̂hk,m|4

⎤⎥⎦
≤ E [|˜̂hk,mM−1

k,m
˜̂hi,n|4] ≤︸︷︷︸

(a)

O(1/N2
T ) (26)

and

E
[∣∣WH

i (n)Wj(n′)
∣∣4] ≤ E

⎡⎢⎣
∣∣∣∣∣∣∣
˜̂hH

i,nM−2
i,n
˜̂hj,n′

1 + ˜̂hH

i,nM−1
i,n
˜̂hi,n

∣∣∣∣∣∣∣
4⎤⎥⎦

≤ E
[∣∣∣∣˜̂hH

i,nM−2
i,n
˜̂hj,n′

∣∣∣∣4
]

≤︸︷︷︸
(a)

O(1/N2
T ) (27)

where Wi(n) denotes the n-th column of Wi,

Mk,m =
(∑

i�=k
˜̂Hi
˜̂Hi

H

+
∑

n′ �=m
˜̂hk,n′

˜̂hH

k,n′ + λ̃k,mI
)

and μXi(n,m) denotes the (n,m)−th element of the matrix
μXi . Similarly, we have E [|μXi (n,m)|8] ≤ O(1/N4

T ).
Consider the first expression at the top of the next
page, where (b), (c) are due to Cauchy-Swartz
inequality and (d) is due to (27) and (26). Hence,
Pr[IB ≤ ε] ≥ 1 − Var(IB)

ε2 ≥ 1 − O(1/N2.5
T ε2) for

any ε > 0. Set ε = 1/N1+δ
T for some δ ∈ (0, 0.5), we have

Pr[IB ≤ O(1/N1+δ
T )] → 1.

Lemma 4 (Convergence of IC ): If L > 0 and {pi} is
regular, we have IC =

∑
j �=k pj‖X̃j‖2/nj converges to

IC = P0Mkσ
2
e/(NT (1 − σ2

e)) in probability as nT increases.

Proof: Consider the second expression at the top of the
next page, where (b) is due to Cauchy-Swartz inequality and
(c) is from (27). Since Var(IC ) drops faster than E2[IC ] =
O(1/N2

T ), we have IC converges to E [IC ] in probability as
NT increases.

Using Lemmas 3 and 4, we have for almost all real-
izations of CSIT, NT (1 − σ2

e)Ik → P0Mkσ
2
e + NT (1 −

σ2
e)
∑

j �=k pj‖μXj‖2/nj ≈ μI = P0Mkσ
2
e + NT (1 −

σ2
e)P0/

∑
j nj [10]. Therefore, we have SkNT (1 − σ2

e) →
NT (1−σ2

e)pk‖Xk‖2/nk−ΛkμI . Since ‖Xk‖2 is a non-central
chi-square random variable with 2nkMk degrees of freedom,

noncentral parameter s = ‖ ˜̂Hk

H

Wk‖2. Hence, the result is
proven.

APPENDIX B
PROOF OF LEMMA 2

For the first part, let (A∗,N ∗) maximizes the goodput
G(μ,A∗,N ∗) for some μ chosen to satisfy the power con-
straint P0. We claim that all the power allocation {pk} for
k ∈ A∗ must be positive. This is because otherwise, say
there exists a user j ∈ A∗ who has zero power. Consider
another admitted user set A′

= A∗/{j}. Since A′ ⊂ A∗,
the interference space of the Tx-GMMSE weight over A′

has one less dimension and hence, ‖ĤH
k Wk‖ is larger for

all k ∈ A′
. Moreover, the power allocation for (A′

,N ′
is

the same as that for (A∗,N ∗). Hence, G(μ,A′
,N ′

) is larger
than G(μ,A∗,N ∗) and this contradicts the assumption that
(A∗,N ∗) maximizes the goodput.

Since {pk} are all positive for k ∈ A∗, we have the
Lagrange multiplier μ < γk for all k ∈ A∗ and is given
by:

1 − ε

μ
=

1
G

(
P0 +

∑
k∈A∗

1
γk

)
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V ar(IB) = E [|IB|2] ≤ E
[∑

i,j

(pipj/ninj)tr
(
μH

Xi
X̃i + X̃H

i μXi

) (
μH

Xj
X̃j + X̃H

j μXj

)]
=
∑
i,j

EĤ

[
(pipj/ninj)tr

(
μXjμ

H
Xi

E [X̃iX̃
H
j |Ĥ] + E [X̃jX̃

H
i |Ĥ]μXiμ

H
Xj

)]

≤ 2Mkσ
2
e

NT (1 − σ2
e)

∑
i,j

Mk∑
m=1

ni∑
n=1

nj∑
n′=1

E
[
(pipj/ninj)|μXi(n,m)μXj (n

′,m)||WH
i (n)Wj(n

′)|
]

≤︸︷︷︸
(b)

O(1/NT )
∑

i,m,n

√
E [p4

i ]E [|μXi(n,m)|4] + O(1/NT )
∑

i,j,m,n�=n′

√
E [p2

i p
2
j ]E [|μXi(n,m)μXj (n

′, m)|2|WH
i (n)Wj(n′)|2]

≤︸︷︷︸
(c)

O(1/NT )
∑

i,m,n

O(1/N3
T ) + O(1/NT )

∑
i,j,m,n�=n′

√√
E [p4

i ]E [p4
j ]

√√
E [|μXi(n,m)|8]E [μXj (n

′,m)|8]E [|WH
i (n)Wj(n′)|4]

≤︸︷︷︸
(d)

O(1/N3
T ) + O(1/NT )

∑
i,j,m,n�=n′

O(1/N3.5
T ) ≤ O(1/N2.5

T )

V ar(IC ) =
∑
i,j

ni∑
n=1

nj∑
n′=1

E
[
pipj

σ4
e

N2
T (1 − σ2

e)2
∣∣WH

i (n)Wj(n′)
∣∣2 /ninj

]

≤︸︷︷︸
(b)

O(1/N2
T )

∑
i,j,n,n′

√
E
[∣∣WH

i (n)Wj(n′)
∣∣2]√√E [p4

i ]
√
E [p4

j ] ≤︸︷︷︸
(c)

O(1/N3
T ) + O(1/N4

T ) ≤ O(1/N3
T )

where G = |A∗|. Hence, the conditional goodput is given by:

G(A∗,N ∗) = ε log2

( ∏
k∈A∗

γk

|A|∗
(
P0 +

∑
k∈A∗

1
γk

))
. (28)

Hence, (A∗,N ∗) maximizes f(A∗,N ∗).
For the second part, assume (A∗,N ∗) maximizes

f(A∗,N ∗). If μ < γk for all k ∈ A∗, we have {pk}
are positive for all k ∈ A∗. From (28), we have (A∗,N ∗)
maximizes G(A,N ) as well.
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